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Abstract

In this paper performance analysis of 2:4 reversible decoder is proposed which can provide active high as well as active low outputs. The proposed decoder uses BVF gate, Double Feynman and Fredkin gates and Trace circuit to get low power consumption and quantum cost. The proposed gate is first extended to 4:16 decoder followed by an n-input decoder. The theoretical proposition is verified through Xilinx simulations. A comparison with existing reversible decoders is also included.

1. Introduction

A decoder, is a combinational circuit with (n) input line, and (2^k) output line. A decoder can take the form of a multiple-input, multiple-output logic circuit that converts coded inputs into coded outputs, where the input and output codes are different. The output indicates presence or absence of specific number at the decoder input. To preserve the encoded information at the output in computational tasks pertaining to digital signal processing, communication, computer graphics, and cryptography applications [1].

The conventional computing circuits are irreversible i.e. the input bits are lost when the output is generated. This information loss during computation culminates into increased power consumption [2].

According to R. Landauer’s [3] research in the 1960s, the amount of energy (heat) dissipated for every irreversible bit operation is given by KT ln2, where K is the Boltzmann’s constant (1.3807×10^-23 JK^-1) and T is the temperature at which computation performed. For T equal to room temperature (300 K), KT ln2 is approximately 2.8×10^-21 J, which is small but non-negligible. Bennett [4] showed that in order to avoid KTln2 joules of energy dissipation in a circuit it must be built from reversible circuits.

In digital design, decoders find extensive usage to analyse data streams for a certain data code and give an output if the data is present like an address to a peripheral unit that needs Service or in applications such as microprocessor memory system, microprocessor input-output system memory chip microprocessor instruction chip, also in Analog to Digital (ADC) and Digital to Analog Converters (DAC) which are used in some modification. Various different stages of a communication system. This paper therefore addresses the design of reversible decoders with some modification.

1.1 Basic Concept of Reversible Logic

A circuit/gate is said to be reversible if the input vector can be uniquely recovered from the output vector and there is a one-to-one correspondence between its input and output assignments. More precisely, a reversible logic gate is a k-input, k-output (denoted k*k) device that maps each possible input pattern into a unique output pattern. The inputs which assume value ‘0’ or ‘1’ during the operation are termed as constant
inputs. On the other hand, the number of outputs introduced for maintaining reversibility is called garbage outputs. Some basic reversible gates most of the time being used are Peres Gate(PG), Toffoli Gate(TG), Fredkin Gate(FRG), Feynman Gate(FG), Modified Fredkin Gate(MFRG), BVF GATE, Double Feynman Gate(F2G) etc. From these gates MFRG and BVF gate are 4x4 gate, FG in 2x2 gate and other one are 3x3 gates. The cost of reversible gate is given in terms of number of primitive reversible gates needed to realize the circuit. [8]

a. Quantum Cost

Quantum Cost of the circuit is considered by knowing the number of simple reversible gates (gates of which rate is previously identified) needed to realize the circuit.

b. Garbage Output

The output of the reversible gate that is not used as a main output or as input to other gates is called the garbage output. In little the unexploited output of a reversible gate (or circuit) is the garbage output (s). These garbage outputs are required in the circuit to retain the reversibility concept. [10]

1.2 Organization of the work

This section describes the organization of the paper. Section 1 includes the introduction of reversibility. Section 2 shows the work done by the various researchers in the field of reversibility. Section 3 describes the concept of reversible logic gates. Section 4 includes the proposed work. Section 5 includes the conclusion and Section 6 includes result and Future work. References are shown next.

2. Literature Survey

The literature survey on reversible decoders shows that the focus is on either developing topology based on available reversible. In [5] the topology was based on only Fredkin gates with higher cost metrics whereas the one presented in [6] which has attractive cost metrics but it cannot be extended further into a generalized n- input decoder. The reversible decoders in [5-6] provide only active high mode of operation. There is one introduced in [7] a reversible decoder which can provide both active high and active low mode of operation and utilizes Feynman and Fredkin gates it is also implemented using transmission gates. In [9] proposed a new method to reduce the quantum cost and power for various multiplexers using modified Fredkin gate. From this study another reversible decoder is introduces which also operate in active high and active low mode with using BVF, Double Feynman and Fredkin gates to reduce the power. The proposed topology is implemented using Xilinx 14.7 and verified.

3. Reversible Logic Gates

3.1. Feynman Gate

Feynman gate is a 2*2 one through reversible gate as shown in figure 1. The input vector is I(A, B) and the output vector is O(P, Q). The outputs are defined by P=A, Q= A ⊕ B. Quantum cost of a Feynman gate is 1. Feynman Gate (FG) can be used as a copying gate. Since a fan-out is not allowed in reversible logic, this gate is useful for duplication of the required outputs.

Figure1- Feynman Gate

3.2. Double Feynman Gate (F2G)

It is a 3*3 Double Feynman gate [13]. The input vector is I (A, B, C) and the output vector is O (P, Q, R). The outputs are defined by P = A, Q = A ⊕ B, R = A ⊕ C.
3.3. Toffoli Gate

Figure 3 shows a 3*3 Toffoli gate. The input vector is I (A, B, C) and the output vector is O(P,Q,R). The outputs are defined by P=A, Q=B, R=AB ⊕ C.

3.4. Fredkin Gate (FRG)

Figure 4 shows a 3*3 Fredkin gate. The input vector is I (A, B, C) and the output vector is O (P, Q, R). The output is defined by P=A, Q=A'B ⊕ AC and R=A'C ⊕ AB.

3.5. Reversible Peres Gate (PG)

The 3 × 3 (Peres, 1985) is designated as follows: Input vector I_v = (A,B,C) and output vector O_v = (P = A, Q = A⊕B, R = AB⊕C). Block diagram of Peres is showed in Figure 5 Peres gate is the combination of Feynman gate and Toffoli (1980) and this can contrivance operations like AND EX-OR.

4. PROPOSED WORK

4.1. Proposed 2:4 Reversible Decoder

The proposed 2:4 Reversible decoder is shown in Figure 7. It uses one BVF gate and two Double Feynman gates (F2G). It has threeinputs IN_0, IN_1 and EN where IN_0 and IN_1 are the inputs to the decoder and EN is the enable line which will enable the mode of operation for decoder. The output lines of decoder are taken from the outputs of the two cascaded Modified Fredkin gates wherein each of the gates provides two of the four outputs of the decoder. The active high outputs are achieved for EN=0, therefore only a single output will be at logic high and all other outputs will be at logic low. Conversely, EN=1 provides active low operation thus single output will be at logic low and all other outputs
will assume logic high. The proposed decoder uses three constant inputs and a two garbage output. Thus, the proposed circuit performs the operation in active high as well as active low mode in a very cost efficient manner. The next section describes the implementation of 3:8 decoder using decoder.

4.2. Proposed 3:8 Reversible Decoder

The block diagram of the proposed 3-to-8 decoder is shown in Figure 8, where \( I_{N0}, I_{N1} \) and \( I_{N2} \) are the inputs to the decoder, \( EN \) is the enable line and \( Y (i = 0, 1 \ldots 7) \) represent the outputs. It uses the proposed 2-to-4 decoder and cascade it with Fredkin gate. It also uses an additional 1 to 5 tracer circuit in order to remove the fan out problem in the reversible decoder in case \( EN \) had been the output of any other reversible gate. This block copies input \( EN \) to 5 different lines and comprises of Double Feynman gates. Each of the tracer circuit output is applied to the input to the Fredkin gates. The tracer circuit, however, will not be needed if \( EN \) is the not an output of any other reversible gate.

Table 1 and 2 show the truth tables of the proposed decoder with select line \( EN = 0 \) and \( 1 \) respectively. The next section describes the implementation of 4:16 decoder using decoder of Figure 10.

![Proposed 3:8 Reversible Decoder](image)

Figure 8- Proposed 3:8 Reversible Decoder

The proposed 3:8 decoder can easily be extended to a generalized \( n \times 2^n \) reversible decoder where \( n \) is greater than or equal to 3. The generalized decoder will use a 1 to \( (2^n - 3) \) tracer circuit which will copy the input \( S \) to each of the \( 2^n - 3 \) lines and can easily be implemented by using Double Feynman gates in the same manner in which 1 to 5 tracer circuit was implemented.

Table 1 Proposed 3:8 reversible Decoder with EN=0

<table>
<thead>
<tr>
<th>INPUTS</th>
<th>OUTPUTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( In_2 )</td>
<td>( y_0 )</td>
</tr>
<tr>
<td>0 0 0</td>
<td>1 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>0 0 1</td>
<td>0 1 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>0 1 0</td>
<td>0 0 1 0 0 0 0 0 0</td>
</tr>
<tr>
<td>0 1 1</td>
<td>0 0 0 1 0 0 0 0 0</td>
</tr>
<tr>
<td>1 0 0</td>
<td>0 0 0 0 1 0 0 0 0</td>
</tr>
<tr>
<td>1 0 1</td>
<td>0 0 0 0 0 1 0 0 0</td>
</tr>
<tr>
<td>1 1 0</td>
<td>0 0 0 0 0 0 1 0 0</td>
</tr>
<tr>
<td>1 1 1</td>
<td>0 0 0 0 0 0 0 1 0</td>
</tr>
</tbody>
</table>
Table 2 Proposed 3:8 reversible Decoder with EN=1

4.3. Proposed 4:16 Reversible Decoder

The proposed 4:16 Reversible decoder is shown in Figure 9. It uses Proposed 2:4 decoder and twelve Fredkin gates (FRG), and a one 1 to 13 Tracer circuit which used six Double Feynman gates. It has five inputs $IN_0, IN_1, IN_2, IN_3$ and EN where $IN_0, IN_1, IN_2$ and $IN_3$ are the inputs to the decoder and EN is the enable line which will enable the mode of operation for decoder and Y (i = 0, 1...15) Represent the outputs. The output lines of decoder are taken from the outputs of the eight cascaded Fredkin gates wherein each of the gates provides two of the sixteen outputs of the decoder. The active high outputs are achieved for EN=0, therefore only a single output will be at logic high and all other outputs will be at logic low. Conversely, EN=1 provides active low operation thus single output will be at logic low and all other outputs will assume logic high. The proposed decoder uses fifteen constant inputs and a three garbage output. Thus, the proposed circuit performs the operation in active high as well as active low mode in a very power efficient manner.

![Figure 9: Proposed 4:16 Reversible Decoder](image)

**5. Results and Discussions**

5.1. 1:2 Decoder

![Figure 10: Comparison of Power (W) vsVccint (V) of Existing and Proposed 1:2 Decoders](image)
Figure 11. Power (W) vs Junction Temperature (°C) of Existing and Proposed 1:2 Decoders

5.2. 2:4 Decoder

Figure 12. Power (W) vs Vccint (V) of Existing and Proposed 2:4 Decoders

Figure 13. Power (W) vs Junction Temperature (°C) of Existing and Proposed 2:4 Decoders

5.3. 3:8 Decoder

5.4 4:16 Decoder

Figure 14. Power (W) vs Vccint (V) of Existing and Proposed 3:8 Decoders

Figure 15 Power (W) vs Junction Temperature (°C) of Existing and Proposed 3:8 Decoders

Figure 16. Power (W) vs Vccint (V) of Existing and Proposed 4:16 Decoders

Figure 17. Power (W) vs Junction Temperature (°C) of Existing and Proposed 4:16 Decoders
Table 1. Comparison of Decoders

<table>
<thead>
<tr>
<th>Circuit Name</th>
<th>Gate Used for Circuit</th>
<th>Quantum Cost</th>
<th>Gate Counts</th>
<th>Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:2 DECODER</td>
<td>Using FRG Gates(Existing)</td>
<td>5</td>
<td>1</td>
<td>4.394</td>
</tr>
<tr>
<td></td>
<td>Using F2G Gate(Proposed)</td>
<td>2</td>
<td>1</td>
<td>2.682</td>
</tr>
<tr>
<td>2:4 DECODER</td>
<td>Using FRG Gates(Existing)</td>
<td>12</td>
<td>4</td>
<td>4.999</td>
</tr>
<tr>
<td></td>
<td>Using BVF, F2G and FRG Gates(Proposed)</td>
<td>6</td>
<td>3</td>
<td>2.281</td>
</tr>
</tbody>
</table>

Table 3 Comparison of proposed decoders with previous one

6. Conclusion

In this paper, we presented reversible decoders using BVF, F2G and FRG gates. Table 3 demonstrates that the proposed reversible decoders in terms of hardware complexity and quantum cost. Our proposed reversible decoders with active low and active high mode using tracer circuit to avoid fan out, and can be applied to the design of complex systems in nanotechnology.

Future Scope

This paper opens up some possible research directions which are described below:

Other combinational/sequential circuits such as multiplexers, encoders, shift registers, counters etc. can be optimized using various reversible logic gates having low power and quantum cost.

Some other modifications can be done in this research work to reduce garbage output value and number of constant inputs/outputs and quantum cost as well with using other reversible gates such as Modified Fredkin gate, DPG or DKG gates.

The reversible logic circuits can also be designed with less area and delay.
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