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ABSTRACT

This paper represents the design of a Dual Logic Level Multiplier for 32*32 bit number multiplication. Modern computer system has a dedicated and very high speed unique multiplier. Therefore, this paper presents the design of a dual logic level multiplier. This proposed system has several interconnected blocks. By extending bit of the operands it generates an additional product the dual logic level multiplier. Multiplication is performed by the dual logic level in efficient manner with less area and also it reduces delay i.e., speed is increased.

I. INTRODUCTION

Multiplication is the most important fundamental operation in signal processing algorithms. Most of the Multipliers occupy large area, long latency and consume more power. Therefore low-power multiplier design plays an important part in low power VLSI system. The importance for low-power VLSI system arises from two main forces. First, due to the steady growth of operating frequency and processing capacity of each chip, large currents should to be delivered and the heat occurred due to large power consumption must be reduced by efficient cooling techniques. The battery life of portable electronic devices is limited to some extent. Low power design leads to lengthy operation time in the portable devices. Extensive work is going on for low-power multipliers at technology, performance of the multiplier unit, because the multiplier is generally the slowest element in the system. Multipliers generally occupy the most of the area in the circuit. So, optimizing the speed and area of the multiplier is most important issue. But, area and speed are conflicting constraints so improving speed results mostly in larger areas. As a result, the whole spectrum of multipliers with different area speed constraints has been designed with parallel design. Fully Parallel Multipliers at one end of the spectrum and fully serial multipliers are at another end of the system are implemented.

Multiplication is done in three steps: generation of partial products (PPG), reduction of partial products (PPR), and finally carry-propagate addition (CPA). In general there are sequential and combinational multiplier implementation designs. We only consider combinational case here because the scale of integration now is large enough to accept parallel multiplier implementations in digital VLSI systems. Different multiplication algorithms differ in the methods of PPG, PPR, and CPA. For PPG, radix-2 is one of the easiest ways. To reduce the number of PPs and consequently reduce the area/delay of PP reduction, one operand is generally recoded into high-radix digit set. The most popular among these is the radix-4 digit set \{-2, -1, 0, 1, 2\}. For reduction of PPR, two alternatives exist: reduction by a row, which is performed by an array of adders, and second is the reduction by columns, which is performed by an array of counters. The final CPA requires
a fast adder scheme because of its critical path. In many cases, final CPA is postponed if it is advantageous to keep redundant results from PPG for future arithmetic operations.

For the standard description of digital systems and portable devices, VHDL is used as input and output to various simulation, synthesis, and layout tools for efficient design systems. This language will provide the ability to describe systems, networks, and components at a high behavioral level as well as very low gate level also. It represents a top-down methodology and environment. Simulations can be carried out at any level from a generally functional analysis to a very detailed gate-level waveform analysis.

II. LITERATURE SURVEY

Floating point arithmetic
Many applications in this generation require numbers that are not integers. There are many ways that non-integers that is decimal points can be represented. Adding two such numbers can be done with integer add operation, whereas multiplication requires some extra shifting bits in addition. There are various ways for representing the number systems. But, only one non-integer representation has gained fame among all, and that is floating point.

Floating Point Importance:
In this method, floating point is divided into two parts, an exponent part and a significant part. The advantage of standardizing a particular representation is more efficient. The semantics of floating-point instructions are not as clear-cut as the semantics of the rest of the instruction set, and in the past the behavior of floating-point operations varied considerably from one family to the next family. The variations have involved in things like the number of bits allocated to the exponent and significant, In the range of exponents, how rounding was carried out, and the actions taken on exceptional conditions like underflow and over-flow are explained. Now a day’s computer industry is rapidly converging on the format specified by IEEE standards. The advantage of using a standard variant of floating point is similar to those using floating point over other non-integer representations. IEEE arithmetic differs a lot from previous arithmetic ways.

Floating Point Rounding
When we are rounding a result to the nearest floating-point number, it picks the one that is even. It rounds to nearest by default, but it is also having three other rounding modes.

It has sophisticated facilities for handling exceptions. Whenever we are operating on two floating-point numbers, the result is a number that cannot be exactly represented as another floating-point number. This should be rounded to two digits. In the IEEE standard, such cases are rounded to the number whose low-order digit is even. The standard generally had four rounding modes. The default is round to nearest, which rounds to an even number as just explained. The other modes are rounding towards 0, rounding towards $+\infty$, and rounding towards $-\infty$.

An Application-Specific Integrated Circuit (ASIC) is an integrated circuit (IC) customized for a specific use, rather than for general-purpose use. For example, a chip is designed only to run a cell phone is an ASIC. Intermediate between ASICs and industry standard integrated circuits, like the 7400 or the 4000 series, are application specific standard products.

As the design sizes have shrunk and design tools are improved from the years, the maximum complexity possible in an ASIC had grown from 5,000 gates to over 100 million gates. Modern ASICs often include entire 32-bit processors, memory blocks including ROM, RAM, EEPROM, Flash and many other large building blocks. Such an ASIC is often termed as system-on-a-chip. Designers of digital ASICs
use a hardware description language (HDL), such as Verilog or VHDL, to describe the functionality of ASICs. Field-programmable gate arrays (FPGA) are the modern-day technology for building a breadboard or prototype from standard parts, programmable logic blocks and programmable interconnects allow the same FPGA to be used in different applications. For smaller designs and lower production volumes, FPGAs may be more cost effective than an ASIC design. An application-specific integrated circuit is an integrated circuit (IC) customized for a particular use, rather than intended for general-purpose use. A Structured ASIC falls between an FPGA and a Standard Cell-based ASIC. Structured ASIC’s are used mainly for mid-volume level design. The design task for structured ASIC’s is to map the circuit into a fixed arrangement of known cells.

### III. EXISTING SYSTEM

The multiplier was based on the variable-latency technique and it is used to regulate the AHL circuit to attain consistent operation for reducing the error and re-execution of clock cycle. The adaptive hold logic circuit was utilized to determine whether the input needs one or two cycles to execute the required operation and can regulate the judging criteria to make sure that there is less error detection and re-execution of clock cycle. In the given example of the 4 x 4 column bypass multiplier, the architecture consists of seven column parts and seven row parts. Further 8 x 8 bit architecture the numbers of parts are increased, this increases the area and number of logical operation. But when compared to the normal AM, speed is increased in this technique. To decrease the number of logical operations and number of parts, layers and improve the speed as better to this technique, we should propose the Dual Logic Level Multiplier.

### IV. PROPOSED SYSTEM

**DUAL LOGIC LEVEL MULTIPLIER**

The high performance Dual Logic Level Multiplier gives less delay when compared with other multipliers. A dual logic level shares its logical operation that depends on the preference of the logical operation that is executed. It consists of the three layers and the parts depend on the bit size. In 2 bit size there are 3 Parts, 3 bit size there are 5 parts and 4 bit size there are 7 parts. As the bit size increases the parts are double in the architecture. In the architecture the main thing is depending on the third layer. In the third layer there are two levels of operations are done. This depends on the preference, one level of operation is performed and the second one vice versa.

![Fig. 4.1: 2 x 2 Architecture of Dual Logic Level Multiplier](image-url)

The dual logic level multiplier architecture depends on the third layer operation. In the third layer two levels of operations are performed. Depending on the preference, one level of operation is performed next the other. But in the third layer AND & XOR operations are performed. In the AND gate one gate is used to perform operation but in the XOR five gates are used for operation. Due to that first preference is given to AND gate and the second preference is given to XOR gate. So for that purpose, depending on the operation, which is performed...
quickly, is preferred first after that second operation is performed. In that architecture in third layer is first preference AND to do operation next XOR operation is performed.

In the internal operation of 2 x 2 dual logic level multiplier, it consists of three layers and three parts. The inputs are given to the first layer in the first part a₀, b₀ inputs given to the first layer AND gate and the result go down. In the second part a₀, b₁ and a₁, b₀ inputs are given to the first layer two AND gates the outputs of the AND gates is given to the inputs of the second layer multiplier. In this two operations are performed XOR, AND. The second layer is having two outputs, one output is XOR and second output is AND, the XOR output is given to the input of third layer multiplier, AND output is given to one of the input of the third layer OR gate. In the third layer XOR, AND operations are performed, the XOR operation is performed which requires five gates for the operation but in the AND operation only one gate is used. So in the third layer first preference is given to AND gates next the XOR gate to perform the operations. In the third layer multiplier XOR output goes down AND output is given to the one input of OR gate and second input of the OR gate is coming from second layer multiplier AND output. In the third part first layer inputs a₁, b₁ is given to the AND gate and the output is given to the second layer of multiplier and the second input is coming from third layer OR gate output. The two outputs of the multiplier goes down. This is the total internal operation of 2 x 2 Dual Logic Level Multiplier. The number of possible outputs in this multiplier is 2 x m where m may be multiplier or multiplicand. 2 x 2 multiplier having 2 x 2 = 4 outputs.

Algorithm for Dual Logic Level Multiplier

Dual LogicLevel Multiplier works by reading of two input values known as multiplicand and multiplier. Input registers read the two input values multiplicand and multiplier. Both the inputs are passed to dual level logic multiplier, after the completion of multiplication operation in multiplier the product will be selected by the logic family according to the preferences.

Dual LogicLevel Multiplier contains adder cells which performs XOR and AND operations. AND operation is given first preference because the result of AND operation is given as carry to the next adder cells. Later the XOR operation is done and it is taken as sum bit. All adder cells will be performed in parallel and there is no delay in the carry like Adaptive Hold Logic Multiplier. So the disadvantage of Adaptive Hold Logic is overcome by Dual LogicLevel Multiplier in this way.

Flow chart of Dual Logic Level Multiplier

![Flow chart of dual logic level multiplier](https://example.com/flowchart.png)
V. RESULTS

PROPOSED SYSTEMRTL

Fig 5.1 :RTL Schematic of 32*32 Dual Logic Level Multiplier

TTL SCHEMATIC

Fig 5.2: TTL Schematic of 32*32 Dual Logic Level Multiplier

OUTPUT WAVEFORM

The output waveform is shown in below figure for proposed system

Fig 5.3: Simulated Waveform of 32*32 Dual Logic Level Multiplier

VI. CONCLUSION

The proposed system consists of interconnected blocks. The each block consists of gates and the number of rows in the architecture is lesser than existed multiplier. By generating a product with dual logic level multiplier is obtained. Multiplication operation that is performed by the dual logic level unit has better performance than existed multiplier. The required hardware and the chip memory is reduced and it reduces delay i.e., speed is increased.
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