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Abstract

The survey paper attempts to explain the use of various Evolutionary approaches which can be used to optimize and enhance the Information Retrieval System (IRS) performance. The paper describes the types of Evolutionary Approaches and their application in Information Retrieval. Comparison of various approaches is done to give a clarity where each approach can be applied to get better results.
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Introduction

Information Retrieval (IR) is a field of study that helps the user to extract useful information from a large collection of documents. Information retrieval (IR) tries to make a suitable use of these data bases, allowing the users to access to the information which is really relevant in an appropriate time interval. [1]

An Information Retrieval System (IRS) is a software tool for data representation, storage and information search. IRS manages large collection of documents and provides easy, efficient and accurate information search. General architecture of an information retrieval system is shown in Fig. 1. [2]

Need for IR using Evolutionary Approaches

There are three main classes of retrieval models. Exact Match Models which form the basis of most commercial retrieval systems, Vector Space Models which view documents and queries as vectors in a high- dimension vector space and use distance as a measure of similarity, and probabilistic models which view retrieval as a problem of estimating the probability that a document representation matches or satisfies a query. The vector space and probabilistic models have been shown experimentally to offer significant improvements in retrieval performance over exact-match models. [4][5]

The performance of information retrieval can be enhanced by using evolutionary approaches which can improve the quality of query and obtain more developed queries that fit the searcher’s needs. [3]

Evolutionary Algorithms

Evolutionary Algorithms (EA) uses Evolutionary Computation (EC) based on computational
models of evolutionary processes as key elements in the design and implementation of computer-based problem solving systems.[1]

The basic difference between EP (or ESs) and GAs [1] is the variation operator used for producing offspring. Both EP and ES use only mutation operator to produce offspring, while GAs use both crossover and mutation operators. Since mutation is the main operator in EP , a number of innovative mutation operators have been proposed such as Cauchy mutation, a combination of Cauchy and Gaussian mutation, and Levy mutation. The aim of these mutations is to introduce large variations for producing offspring so that a population can globally explore wider regions of a search space. This means that the improvement of EP has been sought by increasing its exploration capability. However, both exploration and exploitation are necessary, depending on whether an evolutionary process becomes trapped in a local optima or finds more promising regions in the search space.[10]

**GENETIC ALGORITHMS(GA)**

Genetic Algorithms(GA) works on the principle of natural selection. GA is an iterative process that operates on a population, i.e., a set of candidate solutions. Initially, the population is randomly generated. Every individual in the population is assigned, by means of a fitness function, a fitness value that reflects its quality with respect to solving the particular problem. The reproductive operators like crossover and mutation are then applied to the individuals in this population yielding a new population. The whole process is repeated until a certain termination criterion is achieved. [11][12]
GENETIC ALGORITHM (GA) FOR INFORMATION RETRIEVAL

The GA’s are used to solve some of the Information Retrieval problems like query optimization and formulation, document indexing etc. Some of the techniques are

A. Genetic Mining

The process of mining of data from web documents with the help of Genetic Algorithms is termed as Genetic Mining. A Genetic Algorithm which ranks the document based on the internal structure of the documents was proposed by Sun Kim[15]. Ardil [16] proposed another genetic algorithm in concept weighting and topic identification, based on the concept of standard deviation.[13][14]

B. Internet Search

The Genetic Algorithm that searches for Web pages based on keywords and provides relevant pages in an Internet search to make search process easier is called a Web Crawler or Web Spider. Chen et al. implemented Internet personal spiders based on best first search and GA techniques. [14]

C. Query Optimization

To make an information retrieval system effective by improving the query using mathematical techniques and Genetic Algorithms operators like crossover and mutation.

D. Document Clustering

Document Clustering helps to find relationships among different documents having some related pieces of information relevant to user’s needs. [14]

Table 1 : Application of GA in Different Areas of IR

<table>
<thead>
<tr>
<th>GA Application Area</th>
<th>Purpose of GA</th>
<th>Population</th>
<th>Fitness Function</th>
<th>Genetic Operators</th>
</tr>
</thead>
</table>

Available online: [http://internationaljournalofresearch.org/](http://internationaljournalofresearch.org/)
GENETIC PROGRAMMING (GP)

Genetic Programming (GP) is an extension of Genetic Algorithm (GA). Genetic programming is a branch of genetic algorithms. The main difference between genetic programming and genetic algorithms is the representation of the solution. Genetic programming creates computer programs in the lisp or scheme computer languages as the solution. Genetic algorithms create a string of numbers that represent the solution. [21][22]

GP uses four steps to solve problems:
1) Generate an initial population of random compositions of the functions and terminals of the problem (computer programs).
2) Execute each program in the population and assign it a fitness value according to how well it solves the problem.
3) Create a new population of computer programs.
   i) Copy the best existing programs
   ii) Create new computer programs by mutation.
   iii) Create new computer programs by crossover (sexual reproduction).
4) The best computer program that appeared in any generation, the best-so-far solution, is designated as the result of genetic programming. [21][22]
GENETIC PROGRAMMING (GP) FOR INFORMATION RETRIEVAL

Ranking for Information Retrieval

One of the main problems of information retrieval (IR) is to determine which documents are relevant and which are not to the user's information needs. The ranking is done based on the keywords (i.e., index terms). [23]

RankGP is a Genetic Programming-based algorithm which starts with a set of individuals as the initial population, then each individual's fitness is calculated. The most fit individual is added to the output set and new population is created by reproducing the most fit individual into it. Genetic operators like crossover and mutation are applied to generate individuals. Evaluate the performance and output best one. [23]

Term Weighting in Information Retrieval

Vector space model represents each document in the collection as a vector of terms with weights associated to each term. The weight of each term is based on the frequency of the term in the documents and collection. The query (user need) is also modeled as a vector and a matching function is used to compare each document vector to the query vector. Once the documents are compared, they are sorted into a ranked list and returned to the user. [24][25]

Figure 2: Genetic Programming Flowchart.
The GP approach adopted in this work evolves the weighting scheme over a number of generations. An initial population is created randomly by combining a set of primitive measures using a set of operators. The average precision, used as the fitness function, is calculated for each scheme by comparing the ranked list returned by the system for each weighting scheme against the human determined relevant documents for each query. Average precision is calculated over all points of recall and is frequently used as a performance measure in IR systems. The matching function used in all experiments is the inner-product matching function. [24][25]

EVOLUTIONARY STRATEGIES (ES)

Evolution strategies are based on the principal of strong causality, which states that similar causes have similar effects. It uses only Mutation as genetic operator in contrast to GA which uses both Crossover and Mutation.

The process of evolution strategy can be summarized by a relatively simple algorithm:

1. Generate some random individuals.

2. Select the p best individuals based on some selection algorithm (fitness function)

3. Use these p individuals to generate c children (using mutation or recombination)

4. Go to step 2, until the ending condition is satisfied (i.e. little difference between generations, or maximum number of iterations completed).

There are two types of ES :

1. (μ + λ) – ES

(μ + λ) - ES specifies that μ parents produce λ descendants, where λ >μ. The descendants compete with their parents in the selection of the best μ individuals to the creation of the next generation. It is an elitist strategy.[26][27]

2. (μ, λ) – ES

(μ, λ) - ES is very similar to (μ + λ)-ES with the exception that only descendants survive and go through next generation. This strategy is more greedy than (μ + λ) and it allows for more diversity in the population, thus avoiding the algorithm to get trapped in local optima.[26][27]

EVOLUTIONARY PROGRAMMING(EP)

Evolutionary Programming(EP) differs substantially from GA and GP, in that EP emphasizes the development of behavioral models and not genetic models. EP is derived from the simulation of adaptive behavior in evolution. The main components of an EP are :

1. Initialization

2. Evaluation

   - Fitness function measures the “behavioral error” of an individual with respect to the environment of that individual.
   - provides an absolute fitness measure of how well the problem is solved
   - Survival in EP is usually based on a relative fitness measure.
   - A score is computed to quantify how well an individual compares with a randomly selected group of competing individuals
   - Individuals that survive to the next generation are selected based on this relative fitness
   - The search process in EP is therefore driven by a relative fitness measure, and not an absolute fitness measure

3. Mutation as the only source of variation
4. Selection
   • Main purpose to select new population
   • A competitive process where parents and offspring compete to survive.

**COMPARISON OF EVOLUTIOARY APPROACHES FOR INFORMATION RETRIEVAL**

<table>
<thead>
<tr>
<th>Problem representation Scheme and Genetic Operator</th>
<th>Genetic Algorithm (GA)</th>
<th>Genetic Programming (GP)</th>
<th>Evolutionary Strategies (ES)</th>
<th>Evolutionary Programming (EP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-size bit-strings using crossover as its main operator</td>
<td>Trees of flexible size</td>
<td>Vectors of real values for representation and mutation as the main operator</td>
<td>Manipulates graphs using mutation as the single genetic operator</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Selection Scheme</th>
<th>Proportional Selection</th>
<th>Proportional Selection</th>
<th>Ranking based selection</th>
<th>Tournament selection</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Type of Problem Solved</th>
<th>Optimization Problem</th>
<th>Computational Problem</th>
<th>Empirical Experiments</th>
<th>Optimization problem possessing many local optimal solutions</th>
</tr>
</thead>
</table>

**Conclusion** This paper describes and compares various Evolutionary Approaches currently being used in Information Retrieval. The approaches are mainly based on the “Theory of Evolution”. These approaches help in optimizing and enhancing the performance of current approaches and getting better results. These approaches can be used in vast areas like Web Search Engines, Ranking of Documents, Document Clustering etc.
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