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Abstract: This paper presents a new design methodology for less delay and area efficient Vedic Multiplier based up on ancient Vedic Mathematic techniques. This paper presents a technique for N×N multiplication is implemented and gives very less delay and area efficient for calculating multiplication results for 16×16 Vedic multiplier. In this paper the efficiency of Urdhva Tiryagbhyam (vertical and crosswise) Vedic method for multiplication which is different from the process of normal multiplication is presented. Urdhva -Tiryagbhyam is the most efficient algorithm that gives minimum delay for multiplication for all types of numbers irrespective of their size. Vedic multiplier is coded in Verilog HDL and stimulated and synthesized by using XILINX ISE software 14.7. Further the design of array multiplier is compared with the proposed multiplier in terms of I delay and area.
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I. INTRODUCTION

Multiplication is one of the fundamental block in almost all the arithmetic logic units. This Vedic multiplication is mainly used in the fields of the Digital Signal Processing (DSP) and also in so many applications like Fast Fourier Transform, convolution, filtering and microprocessor applications. In most of the DSP algorithms multiplier is one of the key component and hence a high speed and area efficient multiplier is needed and multiplication time is also one of the predominant factor for DSP algorithms. The ancient mathematic techniques like Vedic mathematics used to reduce the computational time such that it can increases speed and also requires less hardware. There are sixteen sutras and sixteen sutras (sub formulae) constructed by swahiji. Vedic is a word obtained from the word “Veda” and its meaning is “store house of all knowledge”. Vedic mathematics mainly consists of the 16 sutras which it can be related to the different branches of mathematics like algebra, arithmetic geometry.

Ancient Vedic Mathematical Algorithms

The Vedic mathematics mainly reduces the complex typical calculations in to simpler by applying sutras as stated above. These Vedic mathmatic techniques are very efficient and take very less hardware to implement. These sutras are mainly used for multiplication of two decimal numbers and we extend these sutras for binary multiplications. Some of the techniques are discussed below.

Urdhva -Tiryagbhyam Sutra (Vertically and Crosswise).

Booth multipliers are generally used for multiplication purposes. Booth Encoder, Wallace Tree, Binary Adders and Partial Product Generator are the main components used for Booth multiplier architecture. Booth multiplier is mainly used for 2 applications are to increase the speed by reduction of the partial products and also by the way that the partial products to be added. In this section we propose a Vedic multiplication technique called “Urdhva-Tiryakbhyam – Vertically and crosswise.” Which can be used not only for decimal multiplication but also used for binary multiplication? This technique mainly consists of generation of partial products parallel and then we have to perform the addition operation simultaneously. This algorithm can be used for 2x2, 4x4, 8x8....N×N bit multiplications. Since the sums and their partial products are calculated in parallel the Vedic multiplier does not depends upon the processor clock frequency. Hence there is no need of increasing the clock frequency and if the
clock frequency increases it will automatically leads to the increase in the power dissipation. Hence by using this Vedic multiplier technique we can reduces the power dissipation. The main advantage of this Vedic multiplier is that it can reduces delay as well as area when compared with the other multipliers.

Example for Decimal Multiplication Using Vedic Mathematics

To illustrate this technique, let us consider two decimal numbers 252 and 846 and the multiplication of two decimal numbers 252×846 is explained by using the line diagram shown in below figure1. First multiply the both numbers present on the two sides of the line and then first digit is stored as the first digit of the result and remaining digit is stored as pre carry for the next coming step and the process goes on and when there is more than one line then calculate the product of end digits of first line and add the result to the product obtained from the other line and finally store it as a result and carry. The obtained carry can be used a carry for the further steps and finally we will get the required result which is the final product of two decimal numbers 252x846. Take the initial carry value as the zero. For clear understanding purpose we explained the complete algorithm in the below line diagram such that each bit represents a circle and number of bits equal to the number of circles present.

II. VEDIC MULTIPLIER ARCHITECTURE

The architectures for 2×2, 4×4, . . . N×N bit modules are discussed in this section. In this section, the technique used is ‘Urdhva-Tiryakbhyam’ (Vertically and Crosswise) sutra which is a simple technique for multiplication with lesser number of steps and also in very less computational time. The main advantage of this Vedic multiplier is that we can calculate the partial products and summation to be done concurrently. Hence we are using this Vedic multiplier in almost all the ALU’s.

2×2 Vedic Multiplier Block.

To explain this method let us consider 2 numbers with 2 bits each and the numbers are A and B where A=a0a1 and B=b0b1 as shown in the below line diagram. First the least significant bit (LSB) bit of final product (vertical) is obtained by taking the product of two least significant bit (LSB) bits of A and B is a0b0. Second step is to take the products in a crosswise manner such as the least significant bit (LSB) of the first number A (multiplicand) is multiplied with the next higher bit of the multiplicand B in a crosswise manner. The output generated is 1-Carry bit and 1bit used in the result as shown below. Next step is to take product of 2 most significant bits (MSB) and for the obtained result previously obtained carry should be added. The result obtained is used as the fourth bit of the final result and final carry is the other bit.

\[
s_0 = a_0b_0 \\
\]
\[
s_1 = a_1b_0 + a_0b_1 \\
\]
\[
s_2 = s_1 + a_1b_1 \\
\]

The obtained final result is given as c2s2s1s0. A 2×2 Vedic multiplier block is implemented by using two half adders and four two input and g...
Least Significant Bit (LSB) $S_0$ is obtained easily by multiplying the LSBs of the multiplier and the multiplicand. Here the multiplication is followed according to the steps shown in the line diagram in figure 3. After performing all the steps the result ($S_n$) and Carry($C_n$) is obtained and in the same way at each step the previous stage carry is forwarded to the next stage and the process goes on.

\[
S_0 = A_0B_0 \quad \quad (4)
\]
\[
C_1S_1 = A_1B_0 + A_0B_1 \quad \quad (5)
\]
\[
C_2S_2 = C_1 + A_0B_2 + A_2B_0 + A_1B_1 \quad \quad (6)
\]
\[
C_3S_3 = C_2 + A_0B_3 + A_3B_0 + A_1B_2 + A_2B_1 \quad \quad (7)
\]
\[
C_4S_4 = C_3 + A_1B_3 + A_3B_1 + A_2B_2 \quad \quad (8)
\]
\[
C_5S_5 = C_4 + A_3B_2 + A_2B_3 \quad \quad (9)
\]
\[
C_6S_6 = C_5 + A_3B_3 \quad \quad (10)
\]

For clear understanding, observe the block diagrams for 4x4 as shown below figure 3 and within the block diagram 4x4 totally there are four 2x2 Vedic multiplier modules, and three ripple carry adders which are of four bit size are used. The four bit ripple carry adders are used for addition of two four bits and likewise totally four are use at intermediate stages 3 of multiplier. The carry generated from the first ripple carry adder is passed on to the next ripple carry adder and there are two zero inputs for second ripple carry adder. The arrangement of the ripple carry adders are shown in below block diagram which can reduces the computational time such that the delay can be decrease.

![Figure 2. Block Diagram of 4x4 bit Vedic Multiplier](image)

The basic idea of this work is to use Binary to Excess-1 Converter (BEC) instead of RCA with Cin = 1 in the regular CSLA to achieve lower area and power consumption. The main advantage of this BEC logic comes from the lesser number of logic gates than the n-bit Full Adder (FA) structure. The SQRT CSLA has been chosen for comparison with the proposed design as it has a more balanced delay, and requires lower power and area. The delay and area evaluation methodology of the regular and modified SQRT CSLA are presented.

The AND, OR, and Inverter (AOI) implementation of an XOR gate is shown in Fig.3. The gates between the dotted lines are performing the operations in parallel and the numeric representation of each gate indicates the delay contributed by that gate. The delay and area evaluation methodology considers all gates to be made up of AND, OR, and Inverter, each having delay equal to 1 unit and area equal to 1 unit. We then add up the number of gates in the longest path of a logic block that contributes to the maximum delay. The area evaluation is done by counting the total number of AOI gates required for each logic block..
**Binary to Excess Converters**

As stated above the main idea of this work is to use BEC instead of the RCA with Cin = 1 in order to reduce the area and power consumption of the regular CSLA. To replace the n-bit RCA, an n + 1-bit BECs are required. A structure and the function table of a 4-b BEC are shown in Fig.4 and Table 4.II, respectively.

![Fig.4. 4-b BEC.](image)

**Table 4.I**

<table>
<thead>
<tr>
<th>B[3:0]</th>
<th>X[3:0]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>0000</td>
</tr>
<tr>
<td>0001</td>
<td>0010</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1111</td>
<td>1111</td>
</tr>
<tr>
<td>1111</td>
<td>0000</td>
</tr>
</tbody>
</table>

Fig.5 illustrates how the basic function of the CSLA is obtained by using the 4-bit BEC together with the mux. One input of the 8:4 mux gets as input (B3, B2, B1, and B0) and another input of the mux is the BEC output. This produces the two possible partial results in parallel and the mux is used to select either the BEC output or the direct inputs according to the control signal Cin. The importance of the BEC logic stems from the large silicon area reduction when the CSLA with large number of bits are designed. The Boolean expressions of the 4-bit BEC is listed as (note the functional symbols NOT, & AND, ^ XOR)

\[
\begin{align*}
X_0 &= B_0 \\
X_1 &= B_0^{\oplus}B_1 \\
X_2 &= B_2^{\oplus}(B_0 & B_1) \\
X_3 &= B_3^{\oplus}(B_0 & B_1 & B_2)
\end{align*}
\]

The structure of the 16-b regular SQRT CSLA is shown in Fig.6. It has five groups of different size RCA., in
which the numerals within [] specify the delay values, e.g., sum2 requires 10 gate delays. The steps leading to the evaluation are as follows.

1) The group2 has two sets of 2-b RCA. Based on the consideration of delay values of Table I, the arrival time of selection input c1[time(t) = 7] of 6:3 mux is earlier than s3[t = 8] and later than s2[t = 6]. Thus, sum3[t = 11] is summation of s3 and mux[t = 3] and sum2[t = 10] is summation of c1 and mux.

Implementation Of Vedic 16x16 Multiplier Using BEC

The design of 4x4 Vedic multiplier is used as a basic building block diagram for design of 8x8 Vedic multiplier. Further design of 16x16 is implemented by using 8x8 Vedic multiplier as basic building block. The aim of using BEC is to reduce the usage of gates compared to normal Vedic multiplier which in turn reduces the power consumption. The structure of proposed Vedic multiplier is shown in figure 7. It has 4 groups of same size i.e each group consists of 8*8 Vedic multiplier whose inputs are partitioned according to Urdhva-Tiryagbhyam sutra. Outputs from Vedic multiplier are given as inputs to BEC adders of different sizes.
IV. CONCLUSION
The main focus of this paper is to introduce a method for designing of Vedic multiplier using Binary to excess converter (BEC) adder circuit. The execution time and area of the proposed method for convolution using vedic multiplication algorithm is compared with that of convolution with the simple multiplication is less. The proposed Vedic multiplier gives less power consumption when compared to other multiplier techniques because the number of additions gets reduced by applying Urdhva-Tiryakbhyam which is a short approach form of multiplication. This multiplier has very less delay because of addition new BEC adder. By comparing the values of both Array and Vedic multiplier it is clear that the delay for Vedic multiplier is much less when compared with Array multiplier. As we increase number of bits delay can be reduced by using Vedic multiplier than Array multiplier.
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